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BACKGROUND: In recent years, increasing focus has been
directed to the methodology for evaluating (new) tests
or biomarkers. A key step in the evaluation of a diag-
nostic test is the investigation into its accuracy.

CONTENT: We reviewed the literature on how to assess
the accuracy of diagnostic tests. Accuracy refers to the
amount of agreement between the results of the test
under evaluation (index test) and the results of a refer-
ence standard or test. The generally recommended ap-
proach is to use a prospective cohort design in patients
who are suspected of having the disease of interest, in
which each individual undergoes the index and same
reference standard tests. This approach presents several
challenges, including the problems that can arise with
the verification of the index test results by the preferred
reference standard test, the choice of cutoff value in
case of a continuous index test result, and the determi-
nation of how to translate accuracy results to recom-
mendations for clinical use. This first in a series of 4
reports presents an overview of the designs of single-
test accuracy studies and the concepts of specificity,
sensitivity, posterior probabilities (i.e., predictive val-
ues) for the presence of target disease, ROC curves, and
likelihood ratios, all illustrated with empirical data
from a study on the diagnosis of suspected deep venous
thrombosis. Limitations of the concept of the diagnos-
tic accuracy for a single test are also highlighted.

CONCLUSIONS: The prospective cohort design in pa-
tients suspected of having the disease of interest is the
optimal approach to estimate the accuracy of a diag-
nostic test. However, the accuracy of a diagnostic index
test is not constant but varies across different clinical
contexts, disease spectrums, and even patient
subgroups.
© 2012 American Association for Clinical Chemistry

Diagnostic tests, like any other medical intervention,
require proper evaluation before their introduction
and recommendation for use in clinical practice. This is
the first in a series of 4 reports that review various as-
pects of the test evaluation process. The major cate-
gories of test evaluation studies are presented in a sche-
matic form in Fig. 1. The focus in this series will be on
studies that examine the clinical validity and clinical
utility of a test. The important step of examining the
analytical or technical aspects and validity of a new test
will not be discussed, but relevant information on these
types of studies has been described elsewhere (1 ).

We begin this series by considering the basic prin-
ciples and the state of the art in the evaluation of the
clinical accuracy of diagnostic biomarkers and other
medical tests. In such accuracy studies the results of 1
or more tests under evaluation (i.e., index tests) are
compared with the results of the prevailing clinical ref-
erence standard or method. This reference standard or
method is the test or strategy that is clinically used to
determine the presence or absence of the disease of
interest (i.e., target disease). Such accuracy studies pro-
vide information about the degree of agreement in re-
sults from the index tests and the presence or absence
of disease, i.e., the reference standard results. Addition-
ally, these studies provide information about the fre-
quency of types of errors [i.e., false-positive (FP)4 and
false-negative (FN) test results] by the index test com-
pared to the reference standard.

Although an index test may provide a more accu-
rate, more timely, or less invasive identification of the
target disease compared to the reference standard, this
does not automatically translate to improved thera-
peutic management, let alone to improved patient
health or cost-effectiveness of care in general. Conse-
quently, increasing attention is being paid to studies
that examine the utility of a test in terms of these latter
aspects or outcomes. These so-called clinical utility
studies (Fig. 1) are directed at documenting the degree
to which the actual use of a test leads to improved ther-
apeutic management and consequently improved pa-
tient outcomes or, more generally, cost-effectiveness of
provided care. The theory and conduct of such studies
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will be discussed in much more depth in a subsequent
article.

Our aim in this first report is to discuss key issues
in the design, conduct, analyses, and interpretation of
results from studies that examine the diagnostic accu-
racy of a single test or compare the accuracy of 2 or
more tests in a head-to-head fashion. In the second
report we will discuss how to examine and quantify the
added value of a new test beyond what is already known
from previous tests. In a third report we will describe
and discuss the main steps in performing a systematic
review and metaanalyses of several primary studies ex-
amining the diagnostic accuracy of tests. The series will
end with a report that provides a discussion of studies
examining the clinical utility of a test.

The improved understanding of human metabo-
lism and unravelling of the human genome has pro-
duced an avalanche of novel markers of disease and
disease processes. We hope that this series will help the
readers of Clinical Chemistry to better understand re-
ports about the clinical evaluation of novel or existing
diagnostic biomarkers and other laboratory tests.

Evaluation of a Single Test

The assessment of new tests, or reevaluation of com-
monly used tests, is an important area (2, 3 ). Many
tests are introduced to replace existing tests, and a sys-
tematic and unbiased approach for evaluation and
comparison is important. We will consider first single-
test accuracy studies and head-to-head comparisons in
which the focus is on study design, type of accuracy
measures, and data analysis. The core design of a diag-
nostic accuracy study is one in which a test under eval-
uation (i.e., the index test) is compared with a reference
standard by applying both on the same individuals who
are suspected of having the target disease of interest. In
the data analysis, estimates of diagnostic performance
are obtained and statistical computations are carried
out to assist in the interpretation. The simplest situa-
tion is a comparison of a single index test to a reference
standard (i.e., single-test accuracy study). A head-to-
head comparison of 2 index tests with a common ref-
erence test (paired or randomized accuracy study)
brings additional challenges, but also provides direct

Fig. 1. Overview of the major classes of diagnostic test evaluations.
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information about differences in accuracy between the
2 index tests.

Empirical Example: Diagnosis of Suspected Deep
Venous Thrombosis

Throughout this report, we illustrate concepts and
methods using some of the empirical data from a pre-
viously published study in primary care patients sus-
pected of having deep venous thrombosis (DVT), the
target disease (4, 5 ). In brief, the study included 2086
patients suspected of DVT, where DVT was defined as
having at least 1 of the following symptoms: presence of
swelling, redness, and/or pain in the leg. All patients
underwent a standardized diagnostic work-up includ-
ing medical history, physical examination, and testing
for D-dimer, the index test. The reference standard
or method consisted of repeated compression ultra-
sonography tests and was performed in all patients,
independent of the results of the index test and
blinded to these index test results. In total, 416 of the
2086 included patients (20%) had DVT. We note
that for this report the data are used for illustration
purposes only, and by no means to quantify the true
diagnostic accuracy of the index test for the clinical
problem at hand.

Design of Diagnostic Accuracy Studies

THE PROSPECTIVE COHORT DESIGN IN SUSPECTED PATIENTS

When studying the accuracy of a diagnostic test or
marker to discriminate between the presence or ab-
sence of a particular disease in individuals suspected of
having that target disease, it is commonly understood
that the technical and analytical development of the
test or assay has been completed, including method
evaluations with assessments of, e.g., the measurement
range, linearity, precision, and direct safety of the assay
(Fig. 1, top). Further evaluation of the test is carried out
in the clinically relevant context, first and foremost in
the population for which it is intended to be used.
Here, it is generally optimal to use the prospective co-
hort approach in suspected patients, in which the index
is applied in a consecutive series of individuals sus-
pected of having the target disease, on the basis pre-
senting symptoms or signs. Subsequently, in each pa-
tient the reference standard is applied irrespective (i.e.,
independent) of the results of the index test, and also
blinded to the results of the index test (2, 6 ). In our
example, when evaluating a test for the presence or
absence of DVT (the target disease), a consecutive se-
ries of individuals seeking a general practitioner be-
cause of a red, swollen, and/or painful leg forms the
intended patient population. A D-dimer test that can be
carried out locally in general practice is the index test,

and the reference test is the repeated radiological or
ultrasonographic test carried out after referral to a hos-
pital, in all study patients irrespective of and blinded to
the results of the D-dimer index test. The interest in
such clinical studies is how accurately the D-dimer as-
say can distinguish between individuals with and with-
out DVT as classified by the prevailing, usually more
burdensome or costly reference test.

For an ideal index test, there should be complete
separation between index test values in the 2 groups,
i.e., with and without the target disease. However, such
separation is seldom observed. Usually, there will be
some overlap in index test results suggesting that the
index test is not perfect and cannot completely replace
the reference test. In our example data, Fig. 2 shows
how D-dimer values are distributed in those with (n �
416) and without (n � 1670) venous thrombosis as
established by the prevailing reference test.

In addition to application of the reference stan-
dard in all study patients independent of and blinded
for the results of the index test, it is also essential in this
design that there is no nonrandom preselection of
study participants. Participants are selected purely on
the presence of predefined symptoms and/or signs of
the target disease. The nondiseased group is made up of
individuals initially suspected of having the target
disease given these predefined symptoms/signs, who
eventually were found not to have the target disease. Of
course, they may have another underlying disease. In-
dividuals in the diseased group, on the other hand,
have the disease in the phase that naturally is presented
to the doctor. In the context of diagnostic tests applied

Fig. 2. Distribution of the quantitative D-dimer values
for DVT and non-DVT participants from our example
study.

Blue line, non-DVT; red line, DVT. The dashed line indicates
the frequently used cutoff value of 500 �g/L.
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by general practitioners, it will usually be in the early
phase of the disease.

The result of a test evaluation is highly dependent
on the clinical setting. One assessment may be obtained
in general practice, but another in a hospital with pa-
tients who have a more advanced degree of disease. The
importance of the spectrum of disease was pointed out
by Ransohoff and Feinstein (7 ). Numerous promising
diagnostic tests have been introduced and evaluated
with very good results on patients with advanced dis-
ease. Later on, when the tests have been applied on
patients with early disease, the results have been disap-
pointing. This holds, for example, for many tumor
markers which, after showing promising results in ini-
tial studies of advanced disease have generally turned
out to be worthless in screening individuals for possible
preclinical disease. The prevalence of disease in a study
may give a hint concerning the spectrum of disease. For
a disease with a low prevalence, it is likely that patients
with early disease are included, whereas studies in
which the prevalence of disease is very high, e.g., larger
than 0.5, are likely to be dominated by patients with
advanced disease (8–10 ). Thus, it is preferable that the
stage of disease in the studied patients be reported. As
we will discuss and illustrate below, the accuracy of a
diagnostic index test is not constant but often differs
across clinical contexts, disease spectra, and indeed pa-
tient subgroups (8, 9, 11 ).

Also, in an evaluation of a diagnostic test, it is crit-
ical that all study participants are correctly classified as
diseased or nondiseased. For example, in case of a tu-
mor marker index test, the reference standard is com-
monly a histological diagnosis. If all participants get a
histologically confirmed diagnosis, independent of and
blinded for the index marker results, there will be no
problems. However, if only individuals having a posi-
tive tumor marker index test result are subjected to a
biopsy, we do not have the same reference standard
result for all participants, a situation known as selective
partial or differential disease verification (12, 13 ). In
this case, only the specificity of the test can be evalu-
ated, because only the number of FP are estimated, not
the number of FN. Partial or differential verification is
likely in a screening situation, in which it is often un-
ethical or even impossible to refer all participants for
reference testing. In other diagnostic areas, one should
thus use the same and best available diagnostic proce-
dure as reference standard, in all study participants,
independent of and blinded for the results of the index
test.

THE CASE CONTROL DESIGN

Although the prospective suspected patient cohort de-
sign generally is regarded as the optimal approach for
evaluating the accuracy of a diagnostic test, the design

may not be practical in all cases. If the disease in ques-
tion is very rare, a very large nondiseased group is in-
cluded with a small diseased group. A more economic
and practical approach in this circumstance is to com-
pare test values in a diseased group with a control
group of similar size or perhaps double or triple the
size. This design is equivalent to the case control design
frequently used in epidemiology (14, 15 ). The same
points concerning selection mentioned above are of
importance here. How the diseased group was selected,
e.g., hospitalized or outpatients, and how the control
group was obtained should be clearly indicated. Ideally,
the controls are a random sample of the same underly-
ing suspected patient population (based on the same
predefined symptoms and signs) that the cases came
from, a so-called nested case control approach in epi-
demiology (14, 15 ). Use of a control population that
does not fit this criterion, but rather is a sample of
healthy persons or individuals with some other disease,
may lead to biased or clinically unrepresentative esti-
mates of the accuracy measures of the index test
(14 –16 ).

Measures of Diagnostic Accuracy

TWO TYPES OF ERROR

The ideal diagnostic test classifies all individuals cor-
rectly as diseased or nondiseased, and the error rate is
zero. This is the case when there is no overlap between
test values in the 2 groups. However, when test values
in the nondiseased and diseased groups overlap, some
individuals are likely to be misclassified by the test (Fig.
2). To use a quantitative test to classify individuals as
diseased or nondiseased some suitable cutoff value
should be selected. Results of an index test that exceed
the cutoff in individuals in whom the disease is truly
present (as independently and blindly confirmed by
the reference standard) are defined as true positives
(TP) (Fig. 3). Similarly, index test values below the cut-
off in truly nondiseased individuals are true negatives
(TN). Correspondingly, index test values below the

Fig. 3. The basic 2-by-2 table for estimating the di-
agnostic accuracy of a dichotomous or dichotomized
quantitative test result.

Positive test results are divided into TP and FP, and neg-
ative results into TN and FN.
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cutoff in truly diseased individuals are FN, and index
test values above the cutoff in truly nondiseased indi-
viduals are FP. An overall error rate or nonerror rate
can then be assessed. The overall accuracy of an index
test can then be defined as the proportion of true clas-
sifications out of all classifications:

Accuracy � (TN � TP)/(TN � TP � FP � FN)

This overall nonerror rate can be subdivided into the
nonerror rate of the nondiseased individuals, which is
called the specificity of the test:

Specificity � TN/(TN � FP)

A very specific test provides negative results for all or
almost all individuals free of the target disease.

The nonerror rate of the diseased group is the sen-
sitivity of the test:

Sensitivity � TP/(TP � FN)

A sensitive test detects all or almost all diseased
individuals.

Given our example study concerning the D-dimer
assay with a frequently used cutoff of �500 �g/L
(dashed line, Fig. 2), the sensitivity was 0.97 (3% of the
individuals with DVT had a value �500 �g/L), and the
specificity was 0.37. The overall accuracy was 0.50.
Thus, this test is rather sensitive, detecting all but 3% of
those having DVT. On the other hand, the specificity is
rather low, resulting in many FP results.

To assess the (im)precision of these accuracy esti-
mates, either CIs for the estimates or SEs are needed. If
the cutoff value of a quantitative index test is fixed and
not dependent on the results obtained in the study,
simple statistical procedures based on the binomial dis-
tribution can be applied. Given random sampling, the
95% CI of a proportion can be obtained from tables or
computer programs. Quite often an approximation of
the binomial to the normal distribution is used for es-
timation of the 95% CI of proportions, as �2 SE(P),
where SE(P) � [P(1 � P)/N]0.5 (P, proportion; N, sam-
ple size).

Unfortunately, the normal approximation does
not work well in small samples or when proportions are
close to 0 or 1. Both situations occur regularly in diag-
nostic research. The method of Wilson is a good alter-
native (17 ). Table 1 shows the widths of the 95% CIs at
various sample sizes of 20 –1000 for 2 selected propor-
tions, either a sensitivity or a specificity of an index test.
For example, at a sample size of 20, the 95% CI ranges
from 0.56 to 0.94 for a proportion of 0.80. Thus, at
small sample sizes, only rather uncertain estimates of
specificity or sensitivity are obtained. Bachmann et al.
(18 ) reported that for 43 nonscreening studies on di-
agnostic accuracy of tests, the median sample size was
118 (interquartile range 71–350). The median for the

diseased group was 49 (interquartile range 28–91) and for
the nondiseased 76 (interquartile range 27–209). Con-
cerning our D-dimer example study, the sample size was
rather high, and so the estimates of specificity and sensi-
tivity were rather precise. The SEs were 0.012 for the spec-
ificity and 0.008 for the sensitivity, and corresponding CIs
were 0.356–0.402 and 0.955–0.987, respectively.

POSTERIOR PROBABILITIES (PREDICTIVE VALUES)

A natural question arising after the performance of a di-
agnostic test is: what is the probability [P(D|Tpos)] that
the target disease is present given the index test result? The
sensitivity and specificity estimates do not directly answer
this question. The probability of target disease given the
index test result is a so-called posterior probability, where
the prior probability is equal to the prevalence of the dis-
ease in the study sample. Quite simply, for a positive test
result (Tpos), this probability is estimated by calculating
the fraction of TP out of all test result positives:

P�D|Tpos) � TP/(TP � FP).

In the same way, having obtained a negative result
(Tneg), we are interested in the probability that the
given disease is absent:

P(Non-D|Tneg) � TN/(TN � FN).

The prevalence of disease [P(D)] in the study sam-
ple may be regarded as the a priori probability of dis-
ease. In the medical field, these posterior probabilities
are also known as predictive values (19 ). Just as with
sensitivities and specificities, these posterior disease
probabilities depend on the selected cutoff value for a
quantitative test. According to Bayes rule, the following
relations exist:

P(D|Tpos)

� [Sensitivity � P(D)]/[Sensitivity � P(D)

� (1 � Specificity)(1 � P(D))],

Table 1. Relationship between sample size and
95% CIs of a proportion (e.g., a sensitivity

or specificity).a

Sample size

95%CI of a
proportion of

0.05

95%CI of a
proportion of

0.80

20 0.00–0.25 0.56–0.94

60 0.01–0.14 0.68–0.90

100 0.02–0.11 0.71–0.87

500 0.03–0.07 0.76–0.83

1000 0.04–0.07 0.77–0.82

a Selected examples of proportions of 0.05 and 0.8.
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P(Non-D|Tneg)

� [Sensitivity � �1 � P(D)]/[Specificity

� �1 � P(D)) � P(D) � �1 � Specificity)].

ROC CURVE

To outline the interdependency of specificity and sen-
sitivity for a given quantitative index test, one may plot
the values for all possible cutoff values over the mea-
surement range, which results in the so-called ROC
curve, which is shown in Fig. 4 for our D-dimer exam-
ple (20 –23 ). In the usual plot, sensitivity (y) is plotted
against (1 � specificity) (x) at each possible cutoff
value. The better the test, the more the curve is located
in the left, upper area. From the curve, a suitable
combination of specificity and sensitivity (or ac-
cepted FN vs FP proportion) may be selected by a
reader, and use the corresponding cutoff for that
index test. It could correspond to the maximum of
the sum of the specificity and sensitivity or some
other point. For the D-dimer example, the tradition-
ally used cutoff of 500 for the D-dimer test corre-
sponds to the point that provides a sensitivity of 0.97
and (1 � specificity) of 0.63.

From this ROC curve a statistical evaluation of an
estimated ROC curve area should be performed. The
procedure should be related to the way the ROC curve
has been estimated, parametrically or nonparametri-
cally, of which the latter approach generally is prefera-
ble. Standard computer programs that carry out the
task are widely available. Having an SE of the area, one
may test whether the area significantly exceeds 0.5,
which is the test of whether the index test performs

better than chance. Additionally, a 95% CI can be es-
tablished. Diagnostic tests may also be compared by
studying the relationships between their ROC
curves. In principle, the test with the largest area
under the ROC curve is the best test, although the
interpretation becomes more complex if ROC curves
of different tests cross each other. A worthless test
has an area of 0.5. For the D-dimer example, the area
under the ROC curve was 0.86 (SE 0.011), and the
95% CI was 0.84 – 0.88.

The ROC area provides an overall measure of
diagnostic ability. It can be shown that the area un-
der the ROC curve represents, for all possible study
pairs of an individual with and without the target
disease, the proportion in which individuals with the
target disease have a higher (more severe) index test
result than individuals without the disease (20 –23 ).
ROC curve evaluation may have various advantages,
but it also carries some limitations (23–25 ). Also, the
ROC curve does not directly assess the index test
performance for a selected cutoff, but can be used for
this purpose depending on the desired sensitivity
and specificity, or rather the accepted FN and FP
proportions; Fig. 4 also shows the sensitivity and
specificity of the various D-dimer cutoff points (in-
cluding 500 �g/L, as well as the cutoff values used in
Fig. 5 below).

SELECTION OF CUTOFF VALUE

As can be seen from Fig. 2, the values of specificity and
sensitivity of an index test vary inversely with the
choice of cutoff point. A suitable tradeoff may be the
cutoff point that provides the maximum of the sum of
the specificity and sensitivity. This is shown in Fig. 5A
for the D-dimer example, where a cutoff close to 2000
�g/L provides a specificity of 0.76 and a sensitivity of
0.80. However, this method of cutoff selection is not
necessarily optimal for each situation or acceptable for
each user. If an index test is used primarily to rule out
the presence of disease, as is the case for the D-dimer
assay for exclusion of DVT, the cutoff should be placed
at the lower end of the distribution of diseased individ-
uals as shown in Fig. 2, e.g., a cutoff of 500 �g/L. If such
a cutoff is selected, the sensitivity becomes almost 1.0,
but such a high sensitivity is usually obtained at the cost
of a loss of specificity. Depending on the degree of over-
lap of values, the specificity may become quite low. If,
on the other hand, FP results are judged unacceptable,
the cutoff should be placed at the upper end of the
distribution of values for the nondiseased population.
For the D-dimer example, a cutoff corresponding to the
97.5 percentile of the distribution of values for those with-
out DVT (5435 �g/L) provides a specificity of 0.975, but
now the sensitivity is only 0.36, i.e., about the reverse of
the situation with a cutoff of 500 �g/L (Fig. 5B).

Fig. 4. ROC curve of the D-dimer assay result for
diagnosis of DVT in our example study.

The red markers correspond to various cutoff choices (from
left to right: 5435 �g/L, 2133 �g/L and 500 �g/L).
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In case the cutoff value is selected in the same study
in which sensitivity and specificity of the index test
have been estimated, there is a risk of bias. It can be
shown that when using the same groups of diseased
and nondiseased individuals for estimation of an opti-
mal cutoff point in the data at hand, evaluation of spec-
ificity and sensitivity becomes biased (26, 27 ). A gen-
eral recommendation is to use independent samples
for estimation of the diagnostic cutoff value of the in-
dex test and for estimating the corresponding diagnos-
tic accuracy measures. Evaluation of the test in an in-
dependent sample also allows the robustness of the test
to be assessed.

LIKELIHOOD RATIO

As an alternative to using a cutoff point, one may apply
the so-called diagnostic likelihood ratio (LR) principle

for interpretation of diagnostic index test results. On
the basis of the relative index test result frequency dis-
tributions in the nondiseased and diseased groups one
may calculate the LR of an index test result (X) as the
ratio between the heights of the relative frequency (f)
distributions for that specific test result (28 ). We have:

LR(X) � fD(X)/fNon-D(X).

If the relative frequency of the distribution of diseased
individuals exceeds that of the nondiseased individu-
als, the ratio exceeds 1. This indicates that other factors
being equal, disease is more likely than nondisease
given the index test result X. More formally, the ratio
can be used to calculate posterior probabilities given
specific values of X. We have:

P(D|X) � P(D) � LR(X)/[P(D) � LR(X)

� (1 � P(D)],

or a more straightforward calculation can be per-
formed using odds instead of probabilities:

Odds(D|X) � Odds(D) � LR(X),

using the relation:

Odds � P/�1 � P�.

Odds is an alternative way of expressing probabilities,
which is well known from betting games.

The equation states that the posterior odds are
equal to the prior odds multiplied by the diagnostic LR
for the result X.

For a qualitative test, the following relationships
hold true:

LR(pos) � Sensitivity/(1 � Specificity),

LR(neg) � (1 � Specificity)/Sensitivity.

Although the concept has been used in various situa-
tions, overall the use of diagnostic LRs has been limited
in clinical chemistry. Various assumptions are neces-
sary for the concept to be applied in a practical and
reliable way. A practical way of deriving the posttest
probability of disease from the prevalence (pretest
probability of disease) and the diagnostic LR is to apply
the Fagan nomogram (29 ). A recent example is the
estimation of the probability of DVT on the basis of
testing for D-dimer (30 ). Finally, it should be men-
tioned that the diagnostic LR of a result X equals the
slope of the ROC curve at the given point.

Comparison of Tests

New diagnostic index tests are commonly compared
with an established index test, both of which are com-

Fig. 5. Alternative choices than 500 �g/L for the
cutoff value in the D-dimer example.

(A), Cutoff (2133 �g/L) providing maximum value of the
sum of the specificity and sensitivity. (B), Cutoff (5435 �g/L)
providing a high specificity value (0.975). Blue line, non-DVT;
red line, DVT. The dashed line indicates the cutoff value.
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pared to a common reference standard. Hence, a sta-
tistical assessment is of relevance. When comparing the
accuracy of 2 or more diagnostic index tests, a paired
design is generally advisable for reasons of both validity
and efficiency. In the suspected patient cohort design,
the 2 index tests to be compared and the reference stan-
dard are carried out on all participants, again indepen-
dently and blinded for each other’s results. With the
use of the same nondiseased and diseased individuals
(as determined by the reference standard) for both in-
dex tests, any bias related to differences in disease spec-
trum or comorbidity is automatically avoided. Thus,
for example, when comparing the sensitivities of 2 in-
dex tests, a paired procedure for comparison of pro-
portions such as the McNemar’s test should be applied
(31 ). The principle in this statistical procedure is that
the number of preferences for index test A (cases de-
tected by index test A but not by index test B) is com-
pared with the number of preferences for index test B,
and if the difference exceeds some threshold, 1 index
test is significantly better than the other. When com-
paring 2 diagnostic index tests on the basis of the sen-
sitivities, it is essential that there is no bias with regard
to their specificities. If this is the case, the sums of spec-
ificity and sensitivity should be compared.

ROC curve areas may also be compared. Here, a
paired comparison should also be undertaken when the
index tests have been applied on the same groups of indi-
viduals. An example of a paired comparison is displayed
in Fig. 6. Parametric and nonparametric statistical proce-
dures exist that usually are carried out by computer pro-
grams (22, 32), although there may be some limitations,
for example when the 2 ROC curves cross (25).

Variations and Limitations of the Accuracy of a
Single Test

As mentioned above, the accuracy of a diagnostic test
highly depends on the context. Hence, the estimated
diagnostic accuracy measures of an index test, regard-
less of whether they are obtained from data of a sus-
pected patient cohort or from a case control study
approach and regardless of what kind of measure (pre-
dictive values, sensitivity, specificity, LR, or ROC area)
are not constant; they vary across other index test re-
sults, patient characteristics, or disease severities
(8, 9, 11 ). We illustrate this for our D-dimer example
in Table 2. The overall sensitivity and specificity for the
500 �g/L threshold were 0.97 and 0.37, respectively
(upper row). However, when estimating these mea-
sures for patient subgroups within the study sample
defined by other test results from patient history and
physical examination, we found substantial differences
in specificity, notably for the malignancy, recent sur-
gery, and pitting-edema subgroups. Using a higher

threshold (1000 �g/L) we saw variations in sensitivity
as well for, e.g., pregnancy and previous embolism sub-
groups. The last column of Table 2 shows that this vari-
ation in single-test accuracy measures also applies to
non–threshold-dependent measures such as the ROC
area. The ROC area ranged from 0.79 to 0.98, with 0.86
for the total study group. Although all these differences
should not be overinterpreted, the message is that one
must always be careful when judging a single test’s di-
agnostic accuracy measures. A diagnostic test should
always be placed into a specific clinical context and its
results judged on the basis of the diagnostic pathway in
which it is to be used (9 –11 ).

Concluding Remarks

A key step in the evaluation of a diagnostic index test is
to determine its accuracy, which will indicate the fre-
quency and type of errors that a test will produce when
differentiating between patients with and without the
disease of interest. The suspected patient cohort design
is generally preferable. However, regardless of what de-
sign is used or what diagnostic accuracy measure is
estimated, there is no such thing as a single accuracy
value of a diagnostic test. The predictive values, the
sensitivity, specificity, LR, and ROC area for a single
test, are not constant but will vary across disease sever-

Fig. 6. Comparison of the ROC curves of 2 hypothet-
ical index tests for the same target disease, con-
ducted in the same patients.

The green curve represents a better diagnostic test, both in
terms of sensitivity and specificity across all its cutoff points,
The blue diagonal represents a worthless test, with equal
chance of an FP (1 � specificity) and FN (1 � sensitivity)
finding across all cutoff values (i.e. flipping a coin test).
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ity, patient characteristics, and other observed test re-
sults (8 –11 ). Use of the terminology, characteristics, or
properties of a test in itself is thus incorrect, but de-
pends on the context in which the test is used. To im-
prove the reporting of diagnostic accuracy studies, the
STARD (STAndards for the Reporting of Diagnostic
accuracy) initiative was undertaken several years ago
(2 ). A checklist was developed to guide investigators
regarding what information to report on patient re-
cruitment, the order of test execution, and the number
of patients undergoing the test under evaluation, the
reference test, or both (2 ). Diagnosis in practice is often
about combining results from multiple tests or about
the added value of a new test beyond what is already
known. These issues will be addressed in our second
report. Owing to the various pitfalls in diagnostic accu-
racy evaluations, several evaluations in different places
may be necessary to provide a reliable indication of the
performance of a given test. Systematic reviews of di-
agnostic accuracy studies may provide additional in-
sights, as addressed in our third report. Finally, proper
identification of the target disease by an accurate or less
invasive index test does not automatically translate into

improved decision-making, let alone patient benefits.
Diagnostic accuracy should therefore be seen only as an
intermediate outcome, albeit a good one, but still an
intermediate outcome. In report 4 of our series we will
discuss study designs that aim to directly measure
downstream consequences due to testing on outcomes
relevant for patients or healthcare.
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Table 2. Variations in the sensitivity and specificity (at cut-off values 500 ng/mL and 1000 ng/mL) and the ROC
area of the D-dimer test according to various other test results or patient characteristics.

D-dimer >500 D-dimer >1000
D-dimer

(continuous)

Sensitivity Specificity Sensitivity Specificity AUCa (CI)

Overall 0.97 0.37 0.89 0.55 0.86 (0.84–0.88)

Previous lung embolism

Yes (n � 173) 1.00 0.37 0.84 0.53 0.82 (0.75–0.90)

No (n � 1913) 0.97 0.37 0.89 0.55 0.86 (0.84–0.88)

Malignancy

Yes (n � 115) 0.95 0.25 0.95 0.44 0.86 (0.79–0.93)

No (n � 1971) 0.97 0.38 0.89 0.55 0.84 (0.83–0.87)

Recent surgery

Yes (n � 278) 0.96 0.22 0.90 0.38 0.84 (0.78–0.90)

No (n � 1808) 0.97 0.39 0.89 0.57 0.86 (0.84–0.88)

Leg trauma

Yes (n � 344) 0.96 0.32 0.85 0.48 0.79 (0.72–0.87)

No (n � 1742) 0.97 0.38 0.89 0.56 0.86 (0.84–0.89)

Pitting edema

Yes (n � 1301) 0.97 0.32 0.88 0.50 0.84 (0.82–0.87)

No (n � 785) 0.97 0.46 0.90 0.62 0.87 (0.84–0.91)

Pregnancy

Yes (n � 45) 1.00 0.28 1.00 0.55 0.98 (0.00–1.00)

No (n � 2041) 0.97 0.37 0.89 0.55 0.85 (0.83–0.88)

a AUC, area under the ROC curve.
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